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Abstract: Parallel processing in Distributed Computing refers to the concept of running several tasks simultaneously 

on different processors. Load balancing and scheduling are very important tasks to optimally utilize the available 

resources and processor utilization. These problems are NP-Complete. In this paper, we introduce two methods which 
are genetic algorithms and Honey bee algorithms for scheduling and load balancing in parallel heterogeneous multi-

processor systems. Genetic algorithm is a meta-heuristic algorithm which provides optimization by performing genetic 

operations on the running tasks and Honey bee algorithm is a Bio-inspired algorithm which provides optimization 

based on foraging behaviour of honey bees. Finally  these two types of algorithms provides better optimization than the 

normal CPU scheduling algorithms, it is studied by comparing the results of meta-heuristic and bio-inspired algorithms 

with CPU scheduling algorithms, such as Longest Processing Time (LPT) and Shortest Processing Time (SPT) [2]. The 

results of simulations indicate meta-heuristic and bio-inspired algorithms for scheduling and load balancing provides 

better total response time and system utilization. Simulations results indicate Genetic Algorithm and Honey bee 

algorithm reduces overall response time and also increases resource utilization in load balancing of distributed systems. 
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1. INTRODUCTION 

 

Distributed Systems are characterized by their structure. A typical distributed system will consist of large number of 

interacting devices which are computers, hard drivers, printers and other network devices [4] each runs on their own 

programs and they are communicated with message passing. Sometimes those are affected by receiving messages, or 

observing shared-memory updates or the states of other devices (Yorozu, et al, 1987). Examples of distributed 

computing systems ranges from simple systems in which a single client talks to a single server to huge network like the 

Internet communicates with many clients. 

 

As Distributed Systems get larger, it becomes harder and harder to predict or even understand their behaviour. Part of 
the reason for this is that we are as programmers have not yet developed the standardized tools for managing 

complexity of large networks as are found in sequential programming. For this reason, the large distributed systems 

bring with them large amounts of non-determinism and unpredictable events like delays in messages [5] and message 

with modifications, the sudden failure of components or in other cases of the actions of faulty machines opposed to the 

goals of the system as a whole. Because of the unpredictability in the large distributed systems, it can be very difficult 

to test or simulate them efficiently and effectively. Therefore, there is a need for tools that allows us to prove the 

properties of distributed systems that will provide efficient communication and working in distributed environment. 

The first task of any theory of distributed systems is defining a mathematical structure that describes all the relevant 

properties of entire distributed system. 

 

In Distributed Computing, multiple processors work together to solve a problem. For example an online shopping 
website, number of processors called Virtual machines (VM’s) to process the requests from the user. Load must be 

balanced among the processors. This application requires many processors to satisfy all requests from the user which is 

very economical and time consuming.  

But it is very difficult to manage that requests with available number of resources with in time. In Distributed computer 

networking, load balancing is a technique to divide the work between two or more computers, network devices, CPUs, 

hard disks, or other resources, in order to get optimum resource utilization, increase the throughput and increase the 

response time. 
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2 METHODOLOGY 
 

Load balancing in distributed computing is managed by meta-heuristic and bio-inspired algorithm which provides 

better optimization with minimum processing time, maximum resource utilization and increases throughput. In meta-

heuristic, genetic algorithm is used to balance and schedule the tasks, in bio-inspired Honey bee algorithm is used. 

Scheduling algorithms which are LPT and SPT assigns the tasks to virtual machines or computers only based on the 

task length. They doesn’t consider the processing time of virtual machines. But, the genetic [1] and honeybee 

algorithms consider both the cases and assign tasks to respective VM’s. Therefore, Load can be balanced in an efficient 

manner with available number of resources.  

 

2.1 Genetic Algorithm 

Genetic Algorithm (GA) is a meta-heuristic algorithm used to solve the classification problems, search problems and 

optimization problems. In my project, Genetic algorithm is used for solving load balancing problems. In load 
balancing, multiple processors execute different tasks at the same time. Therefore in order to utilize the resources 

effectively GA is used. It provides optimised solutions among the number of possible solutions. Each solution in the 

GA is referred as chromosome. The number of possible solutions is known as population size. A fitness function is 

used to evaluate the fitness of each individual. Fitness function is a function which is designed based on the 

requirements of user. To balance the load, the fitness function is in the form of processing time so that load can be 

balanced [10]. GA provides optimized solution by performing some operations which are selection, crossover and 

mutation [9] with some parameters like crossover probability rate, mutation probability rate and fitness function. 

 

2.2 Honey Bee algorithm 

A honey bee Algorithm is a bio-inspired algorithm. The load balancing in distributed computing is inspired by colony 

of honey bees with foraging behaviour. The colony of bees is search for the food sources [7] like flowers and patches 
etc. They harvest the nectar or pollen from the food sources. The bees find the place where they can get enough 

amounts of flowers to harvest the nectar, the bees check for the quality of nectar. When bees return to its hive, collect 

the amount of nectar they harvest and perform waggle dance [7] on the floor. Waggle dance is a representation of 

results of search food. It shows they found a beneficial quality food source. The duration of dance indicates the bee 

rating for the food source. Therefore, more bees are recruited to best rated flowers and remaining bees are recruited to 

lower rated patches [6]. The bees harvest the nectar until they return to its hive. The bees again perform waggle dance 

to get more profitable. This process repeats until the bees found beneficial flower patches.  This foraging behaviour of 

bees is inspired by load balancing in distributed computing to provide better optimization with more system utilization, 

less response time and more utilization of resources. 

 

Results of the simulations indicate Genetic Algorithm and honey bee algorithm reduces total response time in 

comparison with Longest Processing Time, Shortest Processing Time. In addition, the system utilization increases 
when we using Genetic and Honey bee Algorithms for Scheduling in parallel heterogeneous multiprocessor systems. 

 

3. IMPLEMENTATION OF GENETIC ALGORITHM FOR LOAD BALANCING 

 

3.1 Algorithm for Genetic Algorithm 

1. Determine the number of chromosomes, number of iterations and crossover and mutation probability rates. 

2. Initialize the values of genes in each chromosome. 

3. Evaluate the fitness function of the chromosomes from the objective function developed by the user. 

4. Chromosome selection from the population. 

5. Perform crossover  

6. Perform mutation. 
7. New chromosomes are generated from the crossover and mutation operations. 

8. Calculate the fitness function for these chromosomes. If the optimized solution is achieved, stop the process. 
 

Otherwise repeat the process with the new generation of chromosomes. 

 

The fitness function is evaluated first for possible number of solutions in the population. Then first generation starts 

with this fitness value and remaining genetic operations performed on this evaluated fitness values. The genetic 

operations involve selection in order to select best solution among the number of possible solutions in the population. 

Highest fittest values have more chance to get selected. There are different techniques used to perform selection 

operation.  Another operation is crossover which is used to create a new solution by combining two solutions which are 
selected. In crossover, the values from one solution are replaced with other values in the next solution. For simplicity 

the values for two solutions are interchanged to make new solutions. The final operation is mutation, which generates a 
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new solution by replacing a single random value at a particular position of gene. Now, determine the fitness for new 
solutions which gives optimized results than the previous results. All these process comes under first generation of GA.  

Repeat this process until the optimized result obtained. 

 

 
Fig3.1 flow chart for genetic algorithm 

 

In the above figure, there are number of possible solutions which are known as chromosomes. Each chromosome 

undergoes the process of steps defined in the above Genetic algorithm.  

 
3.2 Scheduling and Load balancing in Genetic Algorithm: 

 

3.2.1 Encoding: 

The main aim of this project is to find best sequence of tasks for load balancing and minimizing total response time and 

improve the system utilization by effectively utilize the resources in distributed systems. Thus, each chromosome is a 

sequence of variety of tasks which are T1, T2, T3, T4, T5, T6, T7 and T8 as shown below. Each task is considered as a 

gene in the chromosome. Therefore, the best way to encode chromosomes is permutation encoding. To explain how 

chromosomes are encoded, consider the 8 tasks, Ti represents the tasks. Table 3.1 shows two encoded chromosomes.  

 

Table 3.1: Two encoded chromosomes 

 

Ch 1 T1 T4 T8 T2 T7 T3 T6 T5 

Ch2 T6 T1 T7 T3 T5 T8 T2 T4 

 
3.2.2 Generate the Initial Population 

First, GA generates an initial random population for enter into the first generation. For this, a random generation 

function, chromosomes must be in the population. In order to create an initial population, GA needs Information on the 

number of processors which are ready to execute the tasks, number of tasks and the size of the population. Random 

chromosomes generate the initial population. 
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3.2.3 Fitness Function 
The main part of GA is fitness function evaluation. The fitness function is defined by user based on the requirement. 

Fitness function measures the quality of the chromosomes. The fitness function is always designed from the problem of 

user. For this paper it is calculated for total response time and system utilization because the aim of this study is to 

maximize the total response time and system utilization on load balancing. 

 

The fitness function is calculated according to the equation shown below: 

 
 

Where TFT is total response time obtained from chromosomes.  

Pi is the number of Processors.  

 

From the calculation of fitness function, the conclusion statement is low value of fitness function gives more optimized 

solution and high fitness values gives less optimization. Because total response times less means the system response is 

quickly. 

 

3.2.4 Selection Operator 

Selection means which chromosomes get selected among the population. It based on the fitness value evaluated in the 

first step. GA uses selection operator to select the superior and eliminate the inferior. Once fitness values have been 
evaluated for all chromosomes, we can select the chromosomes with highest probability through the selection 

techniques mentioned above. Selection selects the best chromosomes for next operator in the GA. 

 

3.2.6 Crossover Operator 

Select the type of crossover to be used which is either single point or multi point or uniform crossover. Then performs 

the crossover operation by randomly selects two parent chromosomes and randomly chooses the crossover to produce 

two offspring’s (new chromosomes). Consider one point crossover for and perform crossover for the tasks which is 

shown in the below table 3.2: 

 

Table 3.2: Single-point crossover 
 

Ch 1 T1 T3 T4 T2 T8 T5 T6 T7 

Ch 2 T5 T3 T1 T4 T7 T8 T6 T2 

Offspring T1 T3 T4 T2 T7 T8 T6 T2 

 

3.2.7 Mutation Operator 

A mutation operator works by randomly selecting two tasks and swapping them. First, select a processor, and then 
selects a task on that processor randomly. This is the first task to be swapped in the pair. Second, select another process 

randomly and select a task on that process. If the two selected tasks are the same task the search continuously for other 

tasks otherwise perform swapping on the two selected tasks which is shown in the below table 3.3. 

 

Table 3.3 Mutation operator 
 

Before T1 T4 T8 T2 T7 T3 T6 T5 

After T1 T7 T8 T2 T4 T3 T6 T5 

 

Now calculate the fitness function with the new chromosomes. If the result is optimized value for the given sequence of 

tasks, stop the generations of GA.  

 

4 IMPLEMENTATION OF HONEY BEE ALGORITHM FOR LOAD BALANCING 

 

4.1 Algorithm for Honey Bee Algorithm 

1. Initialize the population with random solutions. 

2. Evaluate the fitness function of the population. 
3. Select the sites for neighbourhood search. 

4. Recruit the bees for best selected sites and determine the fitness function. 

5. Select the fittest bee from the each patch. 
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6. Assign the remaining bees to other sites from random search and determine the fitness function. 
7. If the result is optimized for the given problem, stop the iteration otherwise repeat the same procedure shown in the 

figure 4.1. 

 

Foraging behaviour of honey bees is inspired by load balancing of task in the distributed [7] environment. Processors in 

the distributed environment are referred as Virtual machines (VM’s). The tasks are search for VM’s to execute their 

work. Once the task is assigned to VM and load is calculated [8]. The load of the VM is overloaded, the task is 

assigned to next VM otherwise it is executed by the current VM. Each VM has some threshold based on the 

computational efficiency of the VM in order to decide the amount of load each of the VM’s can handle. Therefore, 

based on the threshold the tasks are executed on the VM’s.  

 

 
Fig 4.1: Flow chart for Honey bee implementation 

 

5. EVALUATION AND SIMULATION RESULTS 

 

The main aim of project is to reduce the total response time, increase the system utilization for load balancing in 

distributed environment. This project compares the results of CPU scheduling algorithms with Natural and Bio-inspired 

algorithms which are Genetic and Honey bee algorithms. All simulations are performed using MATLAB software. 

 

The results are obtained for Honey Bee, LPT, SPT, GA and Honey bee algorithms. These are obtained by varying load 

on the processors that means result shows how the load balancing is performed while number of tasks are increases.  

 

This project simulates the programs for number tasks given below: 

When the number of tasks is50  
When the number of tasks is 500 

 

From the simulation results, the total response time for GA and Honey bee are lower than the normal CPU scheduling 

algorithms SPT, LPT. Therefore, it can observe that, as increasing the number of processors the system responds to the 

tasks quickly. The simulation results for 50 tasks and 500 tasks with total response time are shown in the above figure 

5.1 and 5.2. 
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Fig 5.1: Total response time for 50 tasks 

 

 
Fig 5.2: Total response time for 500 tasks 

  

The system utilization of GA and Honey Bee are greater than the CPU scheduling algorithms SPT, LPT. The system 

response is very quickly even the number of tasks are changed dynamically; it will results increasing the utilization of 

system resources efficiently. Therefore, the system utilization for GA is greater than CPU scheduling algorithms which 

are shown in the below fig 5.3 and fig 5.4: 

 

 
Fig 5.3: system utilization for 50 tasks 
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Fig 5.4: system utilization for 500 tasks 

 

6. Conclusions and Future references: 
In this paper, we proposed a best solution for load balancing in heterogeneous distributed systems with meta-heuristic 

and bio-inspired algorithms such as Genetic Algorithm (GA) and Honey bee algorithms. Genetic and Honey Bee 

algorithms performs well and provide global optimization solution for load balancing which increases the system 

utilization, decreases the total response time and increase throughput. The simulation results compare the performance 

of Honey Bee, LPT, SPT, GA algorithms. The future study for this project is different meta-heuristic and bio-inspired 

algorithms can be used to implement different online shopping websites in cloud to perfectly manage the load with 

better performance, capability, scalability in the heterogeneous environment. 
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